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Abstract

Intelligence is the most studied construct in psychology and cognitive neuroscience. In Brazil, the administration of intelligence tests is needed for a number of social rights, including driving privileges. Such requirements have led to a large testing industry but the vast majority of intelligence tests require extended administration times and language skills. In this study, we sought to investigate the psychometric properties and normative results of a new non-verbal intelligence test, the General Matrix of Intelligence (GMI). The GMI is comprised of 28 matrix-based items and can be administered in as little as six-minutes. In this initial pilot test, the GMI was administered to 1,326 participants, ages 15-64 years old (\( M = 25.65 \) years, \( SD = 9.6 \) years), from all regions in Brazil. These data were analyzed using a 2PL Item Response Theory model, regression analyses were conducted to determine the role of sociodemographic factors, and preliminary norms were computed. Results indicated a unidimensional solution that reproduced the \( g \) factor theory, invariance across genders, evidence that cognitively demanding items involving movement or three-dimensional shapes were more difficult than items with less cognitive load, a normal distribution for results, and an interaction between education level and age group in predicting performance. Implications of these findings for research and practice are discussed and all data and codes are provided at https://osf.io/kvu42/.
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INTRODUCTION

Intelligence is the most studied construct in psychology and cognitive neuroscience, predating the scientific methods that paved the origins of psychology in the mid-19th century (Gottfredson & Saklofske, 2009). Intelligence is often defined as the capacity to learn from experience, adapt to surrounding environments, and utilize resources to solve problems (Colom et al., 2010; Sternberg, 2018a). Due to its long history in psychological testing and its relationship with social debates (Hernstein & Murray, 2010; Weinberg, 1989), several other complementary theories of intelligence have been proposed including: (a) \( g \) factor and variations, such as Cattell-Horn-Carroll (CHC); (b) multiple mental abilities (Gardner, 1983), and (c) emotional intelligence (Goleman, 1995). Prior findings, however, provide limited support for the emotional perspective, suggesting it is a successful attempt to rebrand personality (Waterhouse, 2006) and, although the results of factor analyses demonstrate that multiple intelligences do exist (Deary, 2012), they are better explained as nested functions in a hierarchical system in which \( g \) factor is the core.

Intelligence as a Construct

The seminal and first theory of intelligence was proposed in 1904 by Charles Spearman, labeled the \( g \) (general) factor theory (Spearman, 1904; Warne & Burningham, 2019). Some years later in the 1930s, Thurstone challenged this perspective and proposed the Primary Mental Abilities (PMAs) theory, claiming that intelligence was comprised of several different factors (Thurstone, 1938). From this perspective, seven primary skills including verbal comprehension, word fluency, number facility, spatial visualization, associative memory, perceptual speed, and reasoning were included. In the early 1960’s, Cattel (1963) returned to the Spearman’s general factor approach but argued that general

---

\(^1\)Pontifical Catholic University of Rio de Janeiro, Rio de Janeiro, Brazil
\(^2\)Center on Human Development, University of Oregon, USA
\(^3\)Universidade Paulista (UNIP)
\(^4\)Federal University of Santa Catarina (UFSC)

*) corresponding author

Luis Anunciacao

Email: luisfca@puc-rio.br
intelligence should be divided into fluid ($g_f$) and crystallized intelligence ($g_c$). One of his doctoral students at the time, J. L. Horn, identified other broad intellectual abilities to supplement fluid and crystallized intelligence. In the following years, John Carroll conducted a factor analytic study of several cognitive and demographic variables from over 460 different datasets and suggested a hierarchical three-layered model comprised of a narrow, broad, and general cognitive ability layer. These last three theories are mainly based on the $g$ factor perspective and due to their complementary aspects, tend to be named the CHC theory (Deary, 2012). To retain the multi-factor theory originally proposed by Thurstone, Gardner (1983) proposed a model that incorporated interpersonal and intrapersonal intelligence. These last two factors provided a preliminary foundation for moving from definitions of intelligence as purely cognitive, to definitions that incorporated a social- and emotional-based intelligence, a perspective further popularized by Goleman (1995).

Despite these multiple theories of intelligence, the $g$ (general) remains the most widely accepted definition among psychologists in the field (Ripton, 2020) and continues to have the strongest basis in the empirical literature (Warne & Burningham, 2019). Initially proposed by Spearman when analyzing data from 22 boys in a preparatory school of the highest class (Horn & McArdle, 2007), Spearman’s original “two-factor theory” led him to conclude the existence of an underlying $g$ factor responsible for all intellectual activity, and a second factor ($s$) that is specific to the task. In identifying this model, Spearman essentially developed the first version of factor analysis methodology, which boosted links between psychology and statistics with intercorrelations between all ability tests referred to as “positive manifold” (Van Der Maas et al., 2006). A seminal study that relied on a data analysis of over 400 participants after they completed three cognitive batteries revealed that all results were strongly and positively correlated (i.e., a positive manifold effect), and each test battery had a strong $g$ factor. These test batteries included 14 tests from the Hakstian and Cattell Comprehensive Ability Battery, 17 tests from the Hawaii Battery, and 11 tests from the Wechsler Adult Intelligence Scale (Deary, 2012). Since this study, the concept of “just one $g$” has been solidified (Johnson et al., 2004).

The $g$ factor provided a mathematical basis for contemporary models of intelligence, in which $g$ is a higher-order factor that accounts for observed covariance among broad ability factors (Conway et al., 2021). Modern procedures have not modified the rationale that underlies statistical analyses, but helped to increment, and generalize, their structure and mathematical accuracy (Carroll, 2003). Recent studies have demonstrated that Spearman’s model also adequately fits data from non-Western countries (Warne & Burningham, 2019).

The development of psychological tests is the cornerstone of intelligence. When such tests have adequate psychometric properties, their results enable indirect descriptions of cognitive skills among test takers along with statistical summaries of different groups of people according to their demographic and personal characteristics (Koch et al., 2021). Despite controversies relating these tests within studies (Ripton, 2020) and continuing debates on the presence of $g$, (Detterman, 2014; Hernstein & Murray, 2010), the results are nonetheless important. They are explicitly or implicitly considered predictors of various outcomes, including performance in professional fields, educational achievement, and other everyday settings (Bünger et al., 2021; Neisser et al., 1996).

**Intelligence Testing in Brazil**

Brazil has a long history of using psychological testing—including intelligence tests—for certain social rights including access to firearms and driving privileges. Even before the first regulations governing the professional practice of the nation’s psychologists in 1962, legislators understood that mental health certificates were necessary for certain prima facie reasons (Silva et al., 2009). For driving privileges, such procedures began in the 1940s. The following decades witnessed an expansionist economic policy and the automotive industry became one of the most important and strategic sectors in the Brazilian economy. Cars were consequently purchased at high rates, but increased automobile ownership was accompanied by increases in traffic accidents, thus prompting politicians and the public to initiate efforts to improve driver safety. Because automobile accidents were primarily attributed to human error, policy makers reasoned that having a better understanding of the psychological and health factors associated with these events could help to prevent them (Silva et al., 2009), a proposition that is now supported by recent evidence demonstrating positive associations between cognitive functioning and driving performance in complex situations (Anstey et al., 2009; Anstey et al., 2006).

As a result of policies requiring psychological testing for driving privileges in Brazil, a formal alliance between psychologists and policymakers was established providing the social and legal structure for what is now known as traffic psychology (Ciotta, Cruz, & Dagostin, 2021). Policies governing traffic psychology include a set of legal standards that define the necessary psychological attributes for driving privileges as well as required levels of performance for accessing driving privileges. Although standards were initially based on accident-proneness, over time these standards transitioned to a cognitive-based approach. Currently, every Brazilian citizen who wants to drive a motor vehicle is required to participate in a comprehensive evaluation that includes assessments of attention, memory, intelligence, and personality (Contran et al., 2021). Thus, traffic psychologists have become an indispensable state workforce who provide summary reports of the cognitive abilities of individuals pursuing a driver’s license and psychological testing is the primary approach for evaluating eligibility.

When conducting such testing, traffic psychologists are required to use psychology tests certified by the Brazilian Federal Council of Psychology. This public organization regulates the validity of psychological tests used in Brazil. However, as the system became more tightly controlled, several unintended consequences arose. First, the testing industry in Brazil tends to have a major focus on traffic, as it is closely linked with the process of obtaining a driver’s license. This focus has led to the development and validation of numerous tests but has also contributed to a dearth of tests for other purposes, such as neuropsychological assessment causing many psychologists to rely on tests developed for driving privileges for other purposes (Anunção et al., 2021). Second, due in part to the fact that intelligence testing for driving privileges is “high-stakes” (i.e., a requirement for driving), many of the existing tests used in the context of driving privileges have been leaked to the general public, raising concerns about the trustworthiness of test results. Third, the vast majority of the currently available tests are not designed to capture the speed of changes in the Brazilian traffic legislation, leading to problems with
normative reference for new demands that may arise due to modifications in legislation (Anunciação et al., 2021).

In addition to these challenges, additional challenges such as the length of time required for such testing and language requirements can also affect the efficiency and quality of testing procedures. For example, the majority of tests used to determine driving privileges require a large amount of time to administer. Because all citizens interested in pursuing driving privileges are required to participate in testing, implementing such testing is highly resource intensive. Moreover, and consistent with most intelligence testing, the majority of tests rely heavily on language skills. However, Brazil is a large diverse culture that includes over 100 languages, potentially disadvantaging individuals who do not speak Portuguese as a first language. Similarly, individuals with various learning needs such as those with language or learning disabilities may also experience challenges when completing tests that rely heavily on language skills.

Current Study

The purpose of the current project was to conduct an initial pilot test of a brief, non-verbal intelligence measure for use in Brazil. Because intelligence testing plays a crucial role in various aspects of individual and societal functioning within Brazil, it is important to continue to develop new measures that can be used to assess intelligence efficiently and effectively. Such measures should be relatively easy to implement, they should allow for testing in diverse populations, and they should possess strong psychometric properties including updated norms. In this study, we evaluated a measure that was designed in non-verbal format—the General Matrix of Intelligence (GMI)—to expand the repertoire of reliable and valid assessment tools available for addressing a diverse range of individuals, including those with language barriers or cultural differences (Anastasi & Urbina, 1997; Flanagan et al., 2012). In doing so, we sought to evaluate the structural properties of the GMI, we conduct invariance testing across gender, and we evaluate normative data based on means and IQ score conversions. We considered this research exploratory in the sense that this study represents an initial effort to develop and evaluate the psychometric properties of the GMI in Brazil.

METHODS

Participants

Prior to recruiting any participants, this study was approved by the Brazilian Institutional Review Board (public note hidden for peer-review). A total of 1,326 Brazilian participants comprised the study sample. The participants were located in all Brazilian regions but mostly in the southeast (n = 1,106 [83.7%]), northeast (n = 133 [10.1%]), and south (n = 83 [6.3%]). Their ages ranged from 15 to 64 years (M = 25.65 years, SD = 9.6 years), with 57.5% (n = 763) female. Highest level of education included elementary school (n = 63 [4.9%]), high school (n = 427 [33.3%]), and college undergraduate level and above (n = 792 [61.8%]).

Instrument

The GMI is a non-verbal intelligence test, developed to be matrix-based and respondents must think abstractly to perceive and identify relationships in geometric figures. In Figure 1 we provide an example of how items were structured. The test is based on “noegenetic laws or principles” conceived by Spearman to assess the g factor. For Spearman, these principals refer to the capacity to create, understand, and build knowledge based on what is sensed, perceived, and comprehended. Three noegenetic laws account for this capacity: (a) the law of apprehension of experience (i.e., ability to perceive fundamental features of a given problem), (b) the law of eduction of relations (i.e., ability to discover links between two or more ideas or schemas), and (c) the law of eduction of correlates (i.e., ability to extrapolate, generalize, and build a new idea to infer a not-immediately-educated relation from extant relations, Horn & McArdle, 2007).

The GMI was developed using the following procedures. First, a set of 40 familiar items was initially developed, in which such elements as the format of the geometric figure (two- or three-dimensional), its color, its quantity, its movement, and its mathematical relationship were present. This initial version was administered to a group of 30 undergraduate students to check whether the items were extremely easy or difficult and to evaluate unintentional similarities among items, or procedures that could lead to bias. Results of the first administration allowed us to generate a second version that consisted of 30 items. The second version of the measure was administered to a new group of participants to determine how much time was necessary to implement the GMI and to check item quality. After completing this step, two items were removed on the basis of descriptive statistics, resulting in a new 28-item version, and six minutes was defined as the time limit for implementing the test. The set of 28 items was then examined by four independent experts in psychology and assessment, all of whom held PhD or PsyD degrees with a record of contributions to the field. These reviewers were asked to provide suggestions for changing items, instructions, or other features to improve overall test quality. Based on expert review, minor changes to item presentation order were made. The scoring system for the final GMI is dichotomous (i.e., correct/incorrect). Thus, the total score can range from 0 (i.e., the participant did not correctly answer any items) to 28 (i.e., correctly answered all items).

Procedures

Brazilian driver’s licenses are conditional on medical and psychological assessments, resulting in traffic clinics throughout the country. In our study, we took advantage of this requirement for recruiting participants from clinics during their default assessment for obtaining a driver license. Test administration was conducted by test providers in small groups (< 10 participants per group) between 2013 and 2020. Because participants were in the process of obtaining their driver’s license, the test was piloted as part of a set of approximately four other measures.

All tests were administered by trained test administrators who received a free copy of the test, formal training by the authors before administration, and a small incentive for administering the test (i.e., R$ 20). Trainings lasted about one hour, and all test providers could ask clarifying questions and request guidance pertaining to testing procedures. All registration numbers of the test providers were verified to ensure qualifications.

All study participants were informed of the goal of the assessment, they received a consent form, were informed that confidentiality would apply to their involvement, and
they were provided an opportunity to ask questions about the study prior to testing. After receiving participant assent, the testing procedure was administered.

Analytic Approach

All data were examined using tables and graphs to detect computational errors and incorrect coding. Outliers were not suppressed, and missing cases of the test data were not present. For data processing, multiple Excel spreadsheets were harmonized in R programming language. All analyses were performed in R 4.0, with support from the mirt (Chalmers, 2012) and lavaan (Rosseel, 2012) packages. Codes and R notebooks are freely available at [hidden for peer-review]. Analyses were performed using the 2-parameter logistic (2PL) Item Response Theory (IRT) and Categorical Confirmatory Factor Analysis (CFA).

IRT models comprise a set of statistical techniques that deal with the interaction between a participant’s ability and item parameters. The 2PL model allows items to vary by both difficulty ($b$ parameter) and discrimination ($a$ parameter), and the CFA produces goodness-of-fit based on the weighted least square mean estimator. In IRT, the $b$ parameter is a threshold that indicates the location where the probability of success is .5, and the $a$ parameter is the slope of the item characteristic curve at the point $\theta = b$ to describe how well an item can differentiate between examinees having abilities above or below the item location. Steeper curves indicate better item discrimination (Baker & Kim, 2017). The first model was computed with the Ramsay algorithm for expectation-maximization (EM) acceleration and the Gaussian function of the latent density type. The fit of both models was evaluated via either $\chi^2$ or $\chi^2$ statistics, along with the values of the comparative fit index (CFI), Tucker-Lewis index (TLI), and root mean square error of approximation (RMSEA).

Measurement invariance is a fundamental property of a test and ensures that individuals that have the same score on a latent scale and provide similar responses on observed indicators (i.e., test items). Indicators of change, such as $\delta$CFI, $\delta$TLI, and $\delta$RMSEA, were used to determine whether the equivalence of pattern (configural or form), loadings (weak or metric), and intercepts (strong or scalar) should be retained. The cutoffs that were proposed by Chen (2007) were implemented. Reliability analyses were performed within IRT framework and using Classical Test Theory (CTT). In IRT, as reliability varies across the range of theta, we provide the test information curves. In CTT, we checked the internal consistency with Cronbach’s $\alpha$ and Guttman’s lambda.

We investigated outliers in test results by using the Grubbs’ test. This method is useful for detecting outliers in a univariate normal distribution and its null hypothesis states that there are no outliers in the data. We then used linear methods to check the effects of demographic variables (e.g., sex and level of education) on test results. Post hoc analyses were performed with the Tukey method for adjusting $p$-values estimates. Partial eta squared was used to compute effect sizes. This effect size considers the variance explained by a given variable of the variance remaining after excluding variance explained by other predictors. Its interpretation should be $.01$ to indicate a small effect; $.06$ to indicate a medium effect; and $.14$ to indicate a large effect.

Preliminary normative references were computed based on statistical significance and effect size results. To perform these analyses, we relied on the final raw score of the test (i.e., the summative score of all 28 items). The cumulative frequency of these results was computed and transformed into percentiles. The normal curve $z$-score equivalent for each percentile rank was then computed and fitted into a theoretical IQ distribution, with a mean of 100 and standard deviation of 15. Finally, the raw data results were linked to the theoretical normal distribution to scale each raw result into an IQ score. For example, based on the data presented here, a score of 9 points equated to a percentile rank 16%. In a standard normal curve ($z$-score distribution), the percentile of 16% represents 1 standard deviation below the mean. Thus, assuming a theoretical mean and standard deviation of 100 and 15 respectively, everyone who scored 9 points in the test would be assigned an IQ of 85. The comparison of the performance of this transformation was checked by computing the empirical $z$-scores and checking the difference between this empirical result and the theoretical standard normal $z$ (Burns, 1988).

RESULTS

Descriptive statistics, CFA results, and IRT estimates for the 28 GMI items are presented in Error! Reference source not found. The average proportion of correct responses was 54%. The unidimensional solution achieved an adequate goodness-of-fit in the CFA and IRT analyses. The first was $\chi^2(350) = 5767.375$, $p < .001$, CFI = .935, TLI = .930, RMSEA = .091, and the latter was $\chi^2(350) = 2864$, $p < .001$, CFI = .915, TLI = .909, RMSEA = .074. Factor loadings are provided in Figure 2. The test information for $\theta$ (or ability) ranging within -1 to 1 was 4.94 and 16.1. The peak of information was 21 when $\theta = 0$ (average). Classical test reliability analyses were adequate and included a coefficient alpha of .879 and Guttman’s lambda of .9. These results make it possible to use the GMI’s scores as a proxy for non-verbal general intelligence.

The IRT analyses allowed us to conclude that item 20 was the most discriminative as its curve was steeper than others (see Figure 3). Therefore, it had the greatest ability to detect subtle differences in the respondents’ abilities. The probability of correctly replying to this item was approximately 20% for those with an average $\theta$ trait level. However, almost all individuals who were slightly above average would correctly respond to this item, whereas the other individuals would fail this item. In turn, item 5 was the least discriminative (see Figure 4). Although the chances of endorsing this item was monotonically ascendant, changes in the latent trait were just barely related to the probability of correctly endorsing it. Thus, the probability of correctly answering this item for anyone with $\theta$ of -2 or -1 is about 0.35.

The most difficult (left side) and easiest items (right side) are presented in Figure 5. The participants should have an ability of 2.694 and -3.496 to have a .5 probability of correctly endorsing these items. The IRT results matched the simple proportion of correct responses: 934 for item 1 and .017 for item 27.

Results of invariance testing are presented in Table 2. The invariance analysis demonstrated that configurual and weak invariance between males and females were both preserved. In the configural model, there were no constraints. In the weak invariance model, all factor loadings were constrained to be equal across groups. Metric invariance is established when a change in the model fit between the configural, and the metric invariance models is smaller than the tolerable change.
was significant and accounted for approximately 16% of the controlling for the effect of gender was defined. This model included a 3-factor interaction with sex, level of education, and age group while including a 3-factor interaction with sex, level of education, and age group while controlling for the effect of gender was defined. This model was significant and accounted for approximately 16% of the total variance ($R^2 = .16$, 95% confidence interval = [.12, .19]). The interaction was significant ($F(8,1259) = 4.89, p < .001$, $\eta^2_p = .03$, 90% CI $\eta^2_p = [.01, .04]$). The effects of level of education ($F(2,1259) = 19.89, p < .001$, $\eta^2_p = .03$, 90% CI $\eta^2_p = [.02, .05]$), age group ($F(4,1259) = 6.13, p < .001$, $\eta^2_p = .02$, 90% CI $\eta^2_p = [.01, .03]$), and sex ($F(1,1259) = 11.70, p < .001$, $\eta^2_p = .01$, 90% CI $\eta^2_p = [.00, .02]$) were significant.

Statistical results in which the interaction term in the model was significant indicated a moderation effect, as shown in Figure 6. Participants who completed only the elementary school level of education (M = 7.36, SE = .905) generally had lower results than participants who completed high school (M = 12.05, SE = .58) or who had an undergraduate level of education (M = 13.94, SE = .508). The post hoc analyses indicated that these results held only at ages between 15 and 25 years. At 36-45 years of age, participants who had an undergraduate level of education had higher results than participants with only an elementary school level, whereas the difference from participants with a high school education was not

### Table 1 Item descriptive, factor analysis, and IRT results.

<table>
<thead>
<tr>
<th>Item</th>
<th>% Item-Total r</th>
<th>$\alpha$ if deleted</th>
<th>CFA</th>
<th>IRT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\lambda$</td>
<td>Std. $\lambda$</td>
</tr>
<tr>
<td>1</td>
<td>.934</td>
<td>.258</td>
<td>.878</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>.876</td>
<td>.289</td>
<td>.878</td>
<td>1.135</td>
</tr>
<tr>
<td>3</td>
<td>.922</td>
<td>.287</td>
<td>.878</td>
<td>1.291</td>
</tr>
<tr>
<td>4</td>
<td>.916</td>
<td>.305</td>
<td>.877</td>
<td>1.295</td>
</tr>
<tr>
<td>5</td>
<td>.485</td>
<td>.185</td>
<td>.882</td>
<td>.447</td>
</tr>
<tr>
<td>6</td>
<td>.873</td>
<td>.293</td>
<td>.877</td>
<td>.955</td>
</tr>
<tr>
<td>7</td>
<td>.770</td>
<td>.383</td>
<td>.876</td>
<td>1.061</td>
</tr>
<tr>
<td>8</td>
<td>.698</td>
<td>.330</td>
<td>.877</td>
<td>.835</td>
</tr>
<tr>
<td>9</td>
<td>.566</td>
<td>.314</td>
<td>.878</td>
<td>.800</td>
</tr>
<tr>
<td>10</td>
<td>.839</td>
<td>.362</td>
<td>.876</td>
<td>1.102</td>
</tr>
<tr>
<td>11</td>
<td>.798</td>
<td>.438</td>
<td>.874</td>
<td>1.303</td>
</tr>
<tr>
<td>12</td>
<td>.715</td>
<td>.473</td>
<td>.873</td>
<td>1.309</td>
</tr>
<tr>
<td>13</td>
<td>.824</td>
<td>.541</td>
<td>.872</td>
<td>1.718</td>
</tr>
<tr>
<td>14</td>
<td>.733</td>
<td>.510</td>
<td>.872</td>
<td>1.448</td>
</tr>
<tr>
<td>15</td>
<td>.587</td>
<td>.458</td>
<td>.872</td>
<td>1.239</td>
</tr>
<tr>
<td>16</td>
<td>.344</td>
<td>.386</td>
<td>.876</td>
<td>1.095</td>
</tr>
<tr>
<td>17</td>
<td>.534</td>
<td>.399</td>
<td>.870</td>
<td>1.700</td>
</tr>
<tr>
<td>18</td>
<td>.479</td>
<td>.636</td>
<td>.869</td>
<td>1.830</td>
</tr>
<tr>
<td>19</td>
<td>.445</td>
<td>.676</td>
<td>.867</td>
<td>2.000</td>
</tr>
<tr>
<td>21</td>
<td>.345</td>
<td>.628</td>
<td>.869</td>
<td>1.942</td>
</tr>
<tr>
<td>22</td>
<td>.266</td>
<td>.574</td>
<td>.871</td>
<td>1.821</td>
</tr>
<tr>
<td>23</td>
<td>.179</td>
<td>.471</td>
<td>.874</td>
<td>1.736</td>
</tr>
<tr>
<td>24</td>
<td>.200</td>
<td>.519</td>
<td>.872</td>
<td>1.893</td>
</tr>
<tr>
<td>25</td>
<td>.119</td>
<td>.400</td>
<td>.875</td>
<td>1.701</td>
</tr>
<tr>
<td>26</td>
<td>.076</td>
<td>.319</td>
<td>.877</td>
<td>1.507</td>
</tr>
<tr>
<td>27</td>
<td>.017</td>
<td>.172</td>
<td>.879</td>
<td>1.289</td>
</tr>
</tbody>
</table>

CFA: $\chi^2(350) = 5767.375$, $p < .001$, CFI = .935, TLI = .930, RMSEA = .091
IRT: $M^2(350) = 2864$, $p < .001$, CFI = .915, TLI = .909, RMSEA = .074

Note. % = percentage of correct endorsing; Item-Total r = correlation between each item and total of the test; $\alpha$ if deleted = total Cronbach’s alpha computed without each specific item; $\lambda$ = factor loading; Std. $\lambda$ = standardized factor loading; $a$ = discrimination; $b$ = difficulty.

### Table 2 Results of invariance analysis

<table>
<thead>
<tr>
<th>Invariance</th>
<th>Fixed</th>
<th>$\chi^2$(df)</th>
<th>CFI</th>
<th>$\Delta$CFI</th>
<th>TLI</th>
<th>$\Delta$TLI</th>
<th>RMSEA</th>
<th>$\Delta$RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configural</td>
<td>Equivalence</td>
<td>4434.5 (700)</td>
<td>.958</td>
<td>.004</td>
<td>.955</td>
<td>.004</td>
<td>.092</td>
<td>.004</td>
</tr>
<tr>
<td>Metric</td>
<td>Loadings</td>
<td>5089.3 (727)</td>
<td>.953</td>
<td>.006</td>
<td>.951</td>
<td>.004</td>
<td>.096</td>
<td>.004</td>
</tr>
<tr>
<td>Scalar</td>
<td>Intercept</td>
<td>4642.7 (726)</td>
<td>.956</td>
<td>.004</td>
<td>.955</td>
<td>.004</td>
<td>.092</td>
<td>.004</td>
</tr>
</tbody>
</table>
Table 3. Preliminary norm adjusted by educational level and age group

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Class / Age</th>
<th>Elementary school</th>
<th>High school</th>
<th>Undergraduate level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[15] [25] [35] [45] [55]</td>
<td>[15] [25] [35] [45] [55]</td>
<td>[15] [25] [35] [45] [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[25] [35] [45] [55]</td>
<td>[25] [35] [45] [55]</td>
<td>[25] [35] [45] [55]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[65] [75] [85] [95]</td>
<td>[65] [75] [85] [95]</td>
<td>[65] [75] [85] [95]</td>
</tr>
<tr>
<td>5%</td>
<td>Borderline</td>
<td>3  8  11  14</td>
<td>13  16  19  22</td>
<td>16  20  24  28</td>
</tr>
<tr>
<td>10%</td>
<td></td>
<td>2  7  10  13</td>
<td>11  14  17  20</td>
<td>17  21  25  29</td>
</tr>
<tr>
<td>15%</td>
<td></td>
<td>1  6  9  12</td>
<td>9  12  15  18</td>
<td>15  19  23  27</td>
</tr>
<tr>
<td>20%</td>
<td></td>
<td>0  5  8  11</td>
<td>7  10  13  16</td>
<td>13  17  21  25</td>
</tr>
<tr>
<td>25%</td>
<td></td>
<td>-4 -7 -10 -13</td>
<td>-9 -12 -15 -18</td>
<td>-15 -18 -22 -25</td>
</tr>
<tr>
<td>30%</td>
<td>Low average</td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>35%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>40%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>45%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>50%</td>
<td>Average</td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>55%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>60%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>65%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>70%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>75%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>80%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>85%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>90%</td>
<td></td>
<td>3  7  11  15</td>
<td>6  10  13  17</td>
<td>9  13  17  21</td>
</tr>
<tr>
<td>95%</td>
<td>Superior</td>
<td>6  14  18  22</td>
<td>10  14  18  22</td>
<td>12  16  20  24</td>
</tr>
</tbody>
</table>

Note. Perc = Percentile; Class = Classification; A bracket - [ or ] - means that end of the range is inclusive; A parenthesis - ( or ) - means that end is exclusive and doesn’t contain the listed element.
Figure 1
Example of items in the final version of the GMI (adapted due to copyrights).

Figure 2
Factorial model of the GMI

Figure 3
Item 20 curve analysis and stimulus (adapted due to copyrights)
Figure 4
Item 5 curve analysis and stimulus (adapted due to copyrights)

Figure 5
Item Curve Analysis (adapted due to copyrights)

Figure 6
Average points by different age groups with different levels of education.
The present study was conducted to evaluate the psychometric properties of a new matrix-based intelligence test, the GMI. In this initial study we investigated group differences and normative data based on means and IQ scores conversions to address the ongoing need for a brief non-verbal instrument in traffic psychology settings (Anuncição et al., 2021b). Psychologists working in this sector are required to assess the cognitive ability of people who apply for obtaining a national driver’s license. Therefore, this study not only fills a gap in the Brazilian context but also enriches the psychometrics and intelligence assessment literature with a novel and culturally relevant assessment tool. Our results suggest solid evidence for the connection between scores on the GMI and the $g$ factor, a central measure of human intelligence. The unidimensional solution obtained in CFA and IRT suggests that the GMI effectively assesses cognitive abilities related to non-verbal general intelligence. This conclusion is supported by the internal consistency of the items, as demonstrated by high Cronbach’s alpha and Guttman’s lambda values. In previous studies that used Raven’s Progressive Matrices (RPM) or RPM-based tests, some authors also achieved a one-factor structure (Lúcio et al., 2019; Waschl et al., 2016). Overall, the discrimination ability of all items was adequate, and an item in which a mirroring rotation ability was necessary to correctly respond led this parameter. Conversely, an item in which

DISCUSSION
the participant should rotate a geometric form was the least discriminative.

Testing whether a test is invariant across groups is required to determine whether the scores have the same meaning and interpretation across groups. Consequently, meeting this assumption is deemed required for fairness in testing (Walter et al., 2021). The invariance of a measure is an equivalence prerequisite for providing valid comparisons between different groups (Lacko et al., 2022). Current guidelines consider that invariance analysis is a crucial assumption for fairness in testing (Walter et al., 2021). Several types of method equivalence (e.g., method and item equivalence) are recommended in the literature. Our results provide initial evidence that males and females with equivalent trait levels would have the same probability of endorsing GMI–28 items. Although evidence in the literature is mixed, previous studies that applied the Raven Progressive Matrices (RPM) and Advanced Progressive Matrices (APM) found invariance between genders (Lúcio et al., 2019; Waschl et al., 2016). Lúcio et al. (2019) evaluated a sample of 582 Brazilian preschoolers and found that complete intercept invariance (i.e., & Maller, 2010) was roughly similar to a Gaussian function. As a typical procedure of the raw test data, we did not expect to find a normal distribution, a procedure that is unexpected. We stress that scores were approximately 1 to 5 IQ points for each additional year of age. The bell shape of the raw results indirectly indicates the discrimination of intelligence within a population and interpreting IQ scores accurately. Variables such as age and education before stabilizing or declining in adulthood (Schaei, 2013). Additionally, socio-economic status, educational opportunities, and environmental factors can contribute to variability in IQ scores, highlighting the importance of considering these factors when interpreting results (Nisbett et al., 2012).

Cultural factors may also play a significant role in shaping intelligence test performance, as individuals from different cultural backgrounds may approach tasks differently or have varying levels of exposure to the content covered in the tests (Sternberg, 2002). Moreover, methodological factors such as test administration, scoring procedures, and sample characteristics can introduce variability in normative data, influencing the interpretation of IQ scores (Reynolds & Keith, 2013). Understanding the sources of variability in normative data is essential for clinicians, educators, and researchers to accurately interpret IQ scores and make informed decisions about individuals’ cognitive abilities. By considering demographic characteristics, cultural background, and methodological factors, practitioners can ensure that IQ scores reflect true differences in cognitive functioning rather than artifacts of the testing process. Further exploring how the generated norms can be applied or adapted in various cultural contexts is essential for developing tests that are inclusive and fair across diverse populations. Cultural factors play a significant role in shaping individuals’ cognitive processes, attitudes, and behaviors, influencing their performance on intelligence tests (Hambleton et al, 2005). Therefore, it is crucial to consider cultural differences when interpreting test scores and establishing norms to ensure the validity and fairness of assessments (Van de Vijver & Leung, 1997).

The findings regarding the impact of demographic variables such as age and education on test results shed light on the complex interplay between individual characteristics and cognitive performance. As evidenced by the significant effects observed in this study, age and education level emerged as key predictors of performance on intelligence tests. These results expand the current literature highlighting the influence of demographic factors on cognitive functioning (Salthouse, 2009). For instance, the observed decline in cognitive performance with advancing age aligns with the well-documented phenomenon of age-related cognitive decline, attributed to changes in brain structure and function over the lifespan (Nyberg et al., 2012). However, although several studies reported that advancing age is associated with a decrease in cognitive performance, novel studies that used latent growth models concluded that the rate of change in fluid intelligence has a positive, rather than negative slope (Kievit et al., 2018). We need to stress that with the data we are working on, we cannot make causal claims. As GMI is a brief measure that is completed quickly, the decline we found in older people may be a consequence of slowing reaction time instead of cognitive abilities.

Similarly, the significant differences in test scores across education levels underscore the role of education in shaping cognitive abilities, with higher levels of education generally associated with superior cognitive performance (Deary et al., 2010). The correlation between intelligence test scores and education level can be as high as .8 (Deary, 2012). Additionally, Ritchie and Tucker-Drob (2018) employed several regression models and concluded beneficial effects of education on cognitive ability of approximately 1 to 5 IQ points for each additional year of education.

The bell shape of the raw results indirectly indicates that the g factor could roughly follow a normal distribution, which also justified the procedure of scaling the raw distribution of scores into IQ scores to strengthen communication of the results. We stress that scores were not adjusted to match this distribution, a procedure that is traditionally performed with intelligence tests (Cramer, 2021). However, the shape of the data distribution was unexpected as we did not expect to find a normal distribution with the raw test data. As a typical procedure in intelligence tests, we were previously inclined toward the use of an algorithm to “fix” the empirical distribution and provide normalized standard scores with a mean of 100 and standard deviation of 15. However, our results were similar to Warne et al. (2013) and close to Rosseti et al. (2009) both of which achieved an empirical distribution that was roughly similar to a Gaussian function.
IMPLICATIONS FOR RESEARCH AND PRACTICE

The current study has several implications for research and practice. First, results of this initial pilot test of the GMI suggest that this brief non-verbal assessment is promising. However, follow-up evaluations of this measure are necessary to better establish the criterion-related and predictive validity of the GMI. Such evaluations should include widely accepted, valid measures of intelligence but should also evaluate how performance on the GMI predicts future performance in driving and/or future performance on other societal tasks, such as responsible fire-arm ownership. Moreover, further evaluations of the GMI with larger, more diverse samples would contribute to the external validity of this measure. In the current study we carefully evaluated the performance of the participants according to the demographic characteristics of the sample and found invariance by gender, but we also found variations in performance by age and education level.

The normative data have important implications for intelligence assessment as they underscore the need for considering demographic factors when interpreting test results and making diagnostic or prognostic judgments. Failure to account for age-related changes or educational disparities may lead to misinterpretation of cognitive abilities and inaccurate assessment outcomes (Stern, 2012). Moreover, the observed interactions between demographic variables highlight the complex nature of cognitive development and underscore the importance of adopting a lifespan perspective in intelligence assessment (Schaie, 2013). Understanding how age and education influence test performance can inform the development of more tailored and culturally sensitive assessment protocols that account for individual differences and minimize bias (Weiss et al., 2010).

In the current study, we compared the performance of participants aged 15-64 years who had different education levels and provided normative data for the test. The significant difference in performance of males and females became nonsignificant after correcting the results. The empirical distribution of the data roughly followed a Gaussian function, which facilitated scaling the test results to IQ scores. By integrating insights from demographic research into assessment practices, clinicians and researchers can enhance the validity and utility of intelligence tests across different populations and contexts. Future research that continues to evaluate variations in performance based on the demographic characteristics (e.g., socio-economic status, broader geographic representation, etc.) are needed.

Additionally, the GMI can potentially have broader implications for intelligence assessment, enhancing the understanding of cognitive abilities and facilitating more accurate and equitable evaluations of individuals’ cognitive functioning (Kaufman & Kaufman, 2004). The utilization of normative data derived from these findings holds crucial importance in practical applications. In clinical settings, the understanding of how demographic variables such as education level, age, and gender influence cognitive performance aids in accurate assessment and diagnosis of cognitive deficits (Matarazzo, 1990). For instance, clinicians can interpret test results more effectively by considering the expected performance range for individuals with different educational backgrounds and age groups. Because this test could be used as a cognitive screening tool, the use of the default neuropsychological metric of $\mu = 100$ and $\sigma = 15$ is useful for clinicians who work in this field.

Awareness of gender differences in cognitive performance informs tailored interventions and treatment plans (Halpern et al., 2007). Moreover, in contexts such as traffic assessment where cognitive abilities are essential for safe driving, these findings underscore the necessity of accounting for demographic variables in evaluating cognitive fitness for driving (Caird et al., 2014). By incorporating normative data derived from diverse demographic groups, assessments can be more equitable and reliable, leading to better-informed decisions regarding individuals’ cognitive abilities and their implications for various contexts, thus promoting safety and fairness in assessment practices. However, it’s essential to approach such interpretations cautiously, considering the dynamic nature of cognitive abilities and the potential biases inherent in standardized testing (McGrew, 2009). Finally, we believe the test presented in this study should be used as a tool to help clinicians improve people’s lives. This could be done by offering them a better map of their psychological profile or adequate support when needed. This test should not be used to affirm or reinforce an outdated, prejudicial perspective about intelligence and achievement.

It is also important to consider the effects of technology on the application of intelligence instruments and test production. Discussing the role of technology and innovation in the future of intelligence research creates exciting possibilities for advancing our understanding of cognitive abilities. With the rapid advancements in technology, particularly in the field of artificial intelligence (AI), there is considerable potential for developing new tools and methodologies to measure and understand intelligence more holistically. AI algorithms can analyze vast amounts of data quickly and efficiently, allowing researchers to identify patterns and relationships that are not be apparent through traditional methods (Hutter et al., 2015). Machine learning techniques, for example, can be applied to large-scale datasets to uncover complex interactions between genetic, environmental, and cognitive factors that influence intelligence (Plomin & Deary, 2015). Moreover, emerging technologies such as virtual reality (VR) and augmented reality (AR) offer innovative ways to assess cognitive abilities in immersive and ecologically valid environments (Parsons & Rizzo, 2008). VR-based assessments can simulate real-world scenarios and challenges, providing insights into problem-solving skills, spatial reasoning, and decision-making abilities (Witmer & Singer, 1998). Additionally, wearable devices and mobile applications enable continuous monitoring of cognitive performance in daily life, offering valuable data for longitudinal studies and personalized interventions. However, it is essential to consider the ethical implications and potential biases associated with the use of technology in intelligence research. Issues such as data privacy, algorithmic transparency, and equitable access to technology need to be addressed to ensure that innovations in intelligence assessment benefit all individuals (Floridi et al., 2018).

In the realm of employment, advancements in intelligence research have implications for workforce training and recruitment practices. Employers increasingly recognize the value of cognitive diversity and seek to leverage individuals’ unique strengths and talents (Schmidt & Hunter, 2004). By embracing a broader conception of intelligence that encompasses diverse skills and aptitudes, organizations can foster innovation and creativity in the workplace, driving economic growth and competitiveness (Sternberg, 2018b). Furthermore, intelligence research informs social policies aimed at reducing inequalities and...
enhancing social mobility. By identifying factors that contribute to cognitive development and academic achievement, policymakers can implement targeted interventions to support vulnerable populations and break the cycle of poverty (Heckman, 2006). Investments in early childhood education, access to healthcare, and community development programs can promote cognitive development and improve life outcomes for individuals across the socio-economic spectrum (Noble et al., 2015).

Limitations
In addition to implications, there are several limitations of the present study that should be considered. First, our results were obtained in specific settings. Caution should be taken when extrapolating these findings to other groups. As stated in the introduction, many intelligence tests in Brazil are often normed on diverse populations, and therefore we recommend using these findings only for participants with similar characteristics to the ones presented. Second, the empirical distribution of the scores could be a consequence of the format of the test itself. During the developmental phase of the stimuli, steps were taken to avoid overly difficult or easy items. In a scenario where the goal of the test is to identify clinical or gifted participants, the empirical distribution of the results could be different. Third, the relationship between level of education and age group can also reflect the 6-minute administration time. We are not sure if the decrease in the score in older adults is, in reality, a consequence of this time constraint. Similarly, we could not formally test invariance for education level, which can distort the results. Finally, we could not provide sensitivity and specificity analyses. These last two limitations will be implemented in future studies.

CONCLUSION
Despite the aforementioned limitations, intelligence testing is highly valued and widely used in Brazil. Continuing to explore new approaches for conducting such testing efficiently and effectively will remain important as performance on these tests are used for gaining access to basic social rights, such as driving privileges. Therefore, continuing to evaluate how brief, culturally appropriate measures such as the GMI will remain important within Brazil. Such efforts should continue to explore the potential strengths of language-free assessments but should also take care to investigate how other potential factors such as gender and age may affect interpretations of assessment results.
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